
Streamline application delivery 

October 6, 2013 

SOA Strategy Pre-Lockdown Vendor VA utilized capabilities briefings-- Group 2  



“Shift Left” streamline application delivery 

2 Copyright © 2013 CA. All rights reserved. 



Agenda 

• LISA implemented with SOA ESB 

• What is LISA 

• What happens when you use LISA 

• LISA in the VA 
– VA TRM 

– SEDR Accredited, AITC, Bay Pines (TBA) 

 



 Service Virtualization (SV)  “Not your Grama’s Hypervisor!”  is the practice of capturing and 

simulating the behavior, data, and performance characteristics of dependent systems and deploying 

a Virtual Service that represents the dependent system without any constraints, thus allowing 

software to be developed and delivered faster, with lower costs and higher reliability. 

 Release Automation (RA) automating the complex workflows required for agile software 

movement between development, test and production environments, reducing deployment 

errors and time-to-market through continuous application delivery. 

Definitions 
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Accelerate innovation … time-to-production is everything 

Faster delivery: 
 New applications 
 Changes to existing apps 
 Bug fixes 

Higher reliability: 
 Software is the customer 

experience 
 Quality and Performance 

are critical 

Against complexity: 
 Composite services and 

heterogeneous systems 
 Constant new releases atop 

existing ones 
 Distributed development 

teams and IT partners 



Development 
Regression 

QA 
Integration 

Performance 

UAT 

Production 

Challenges: 
 Constraints of dependent systems needed to 

move the SDLC forward 
 Increasing Complexity of today’s 

heterogeneous enterprise IT architectures  
 Lack of Collaboration creates scheduling 

conflicts and buffers from development 
through operations 

 Need Complete visibility into what 
happens in production 
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Accelerating application time-to-market 
how do we increase “touch time” and reduce “idle time”? 
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capabilities for high-velocity application delivery 
enabling the “4C’s” of DevOps 
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Collaboration between Dev and Ops 

Constraint-free Development Continuous Application Delivery Complete Monitoring 

       PROD        UAT        PERF INT   SYS DEV 



Constraint-free development 
solution: service virtualization, “shift-left” the SDLC 

Without LISA 

With LISA 

Dev1 

Dev2 

Dev3 

System 

Integration 

UAT 

System Integration Dev 
1 

Dev 
2 

Dev 
1 

Dev 
3 

Dev 
2 

Dev 
3 

Uncertain delivery schedule – defects persist until UAT 

Typical composite app today waits 
for whole assembly to begin 

With CA LISA quality effort 
moved earlier in the lifecycle 

Performance 
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Reduction in SDLC 
Faster Delivery 
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Performance UAT… 
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A Typical Application 

UI Layer 

Services 

Integration 

Back-end 

Apps 
Mainframe Data Legacy External 

ESB 



UI LAYER 

SERVICES 

INTEGRATION 

BACK-END 
APPS 

Increased 

rate of  

change 

Faster 

releases 

Challenges: Change and Complexity 



SYSTEM 

UNAVAILABLE 

ACCESS FEES 

INCOMPLETE 

DEVELOPMENT 

“I can’t do anything until I have everything…  

and I never have everything!” 

INVALID DATA 

Problem: Constraints 



24/7 availability      Saved $30M      Reduced Timeline by 50% 

Solution: Service Virtualization 
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What can be virtualized? 
 

• HTTP/S 

• Web Services  

• JDBC 

• MQ 

• JMS 

• TCP 

• ICD 10 

• HL-7 

• Java 

• DRDA 

• CICS Link 

• And many more: 

• Sockets 

• Restful web services 

• TIBCO EMS 

• FTP and SFTP 

• etc., etc. 
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 Mainframe  

 Risk Solution Providers 

 Credit Bureau   

 SMS Gateway Providers 

 Teleconference Service Provider 

 Card Processing Services 

 VOIP Phone / Conference Bridges 

 eBill Services 

 Motor Vehicle Records (MVR) System 

 Global Distribution System (GDS) 

Examples of LISA Virtualized Applications 



CA LISA service virtualization 
customer success 

Large US Telco – Popular cell phone launch 
 Reduced software release cycle time by 33% 
 400% increase in defects identified 
 4 weeks to achieve 100%+ ROI –  $1.6M 

 
 

Previous Release Cycle 

wk5 wk6 wk7 wk11 wk8 wk9 wk10 wk12 wk15 wk13 wk14 wk16 wk17 wk18 wk19 

Setup 

Integrated System Test 

Shakeout 

UAT Pass 1 

Dev Unit 

Mainframe ST 

Project Phases 

Targeted Release Cycle 

80 virtual service back 
ends delivered for ST 

Automated shakeout 
happens 2 weeks earlier 
 

System Test 

MF Delivery 

2 week system test and 
Integration test savings  
in first project 
 
400% more effective 
defect elimination due to 
early coverage of 
environment 

UAT Pass 2 

Earlier AT with fewer 
defects to fix 

 



you told us you are struggling to releasing applications 

Release Management Pain Points 

Speed of application release cycles 

1% 

Increasing release volume impacting operations cost 

5% 

Issues with development providing deployment instructions 

17% 

Scheduling / coordination issues between dev and ops  

19% Lack of delivery process across applications  

24% 

Inability to roll back failed deployments 

24% 

Version, audit and keep track of changes to deployments   

27% 

Other 

28% 

Don’t Know 

29% 

n = 751 

Source: CA Technologies customer survey, July 2012 
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..and are looking for Continuous Delivery to solve the problem 

App Dev 

Optimize for speed and 
manage quality 

 IT Ops 

Optimize for performance and 
manage risk 

Continuous 
Delivery  

Streamlining/Control  Transforming/Speed  

• Agile – more frequent releases with lighter feature 
payload 

• Test automation – higher quality, more efficient releases 
• Fewer stages – access to more production-like 

environments to reduce cycle time 

• Virtualization – self-service system for standard 
environment requests 

• Audit – summary reports for changes and compliance 
• Repeatable process  - want to ensure consistency and high 

quality 
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application delivery maturity model 

Manual 

Continuous 

Automation 

Scripting 

Level 1 

Optimization 

  
K

ey
 A

ch
ie

ve
m

e
n

ts
 

Ongoing 
Improvement 

End to End  
Delivery 

Standardization 

Process 

Heroes 

Delivery Levels 

Level 2 Level 3 Level 4 Level 5 
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continuous application delivery solution 
 

CA LISA® Release Automation 
Release Dashboard 

N-Tier Application Deployment Model 

Cloud Virtual Physical 

CI 

Auth. Test 

Unit Test 

ALM 

VRT Mgmt. 

CLD Mgmt. 

Services 

Generic Application 
Release  Model 

Releases are built 
dynamically 

Hybrid Environment  
Deployment 

Automated &  
Continuous Release 

Release Reporting 

Release Manifest 

Continuous Release Service 

DEV QA STG PPE PROD 
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application delivery automation 

Artifacts:  
jars, ears, dll, 

aspx, war,  
config. ini, ... 

User Input: 
Run type 
settings 

verifications, 
prerequisites... 

 

Environment 
Adaptation: 

Test, QA, 
Acceptance, 
Production 

 

Workflow:  
Generic process with 

relationships & 
dependencies 

Release Deployment Process 
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level 3 – application release automation 

Zero Touch Release Deployment 
 

Deployment Manifest 

Env Mgmt 
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level 4 – continuous application delivery 

DEV TEST UAT PROD 

Artifact 
Repository 

Test 

Automation 

Change Mgmt 

Config Mgmt 

Infra Prov 
CA LISA®  

Release Automation 

Continuous 
Application Delivery 

 Build Automation 

Continuous 
Integration 
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continuous application delivery 
solution: Release automation + 

Minutes 

Design Delivery 

Days/Weeks 

CONTINUOUS DELIVERY 

Provided Under NDA. Copyright © 2013 CA. All rights reserved. 

       PROD        UAT        PERF INT   SYS DEV 
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continuous application delivery 
CA LISA Release Automation case study: Tesco 

Provided Under NDA. Copyright © 2013 CA. All rights reserved. 

Challenge 
 Ensure rapid and 

consistent application  

 Move to agile 
dramatically increased 
the volume and 
frequency of releases 

 Eliminate manual release 
processes and 
bottlenecks 

 Accelerate its time-to-
market, increase 
efficiency and reduce 
errors 

Solution 
 Cut release times from 

days to mere minutes 

 Enable application agility 
needed to meet 
customer demands, beat 
the competition and 
rapidly expand their 
international footprint.  

Results 
 67% of applications were deployed into 

staging by the end of the first week 

 95% of applications were deployed into 
staging by the middle of the second week 

 Deployments could then be released to pre-
production and production environments, 
reliably and predictably, without the need to 
modify the deployment process 

 Reusable release processes which took just 
two weeks to build, can be applied to 
unlimited regions across five environments 
and cut release times from days to minutes 



collaborative data mining & complete Monitoring 
solution: better realism and data with less effort 

Harvest production data & performance 
profiles for life-like testing scenarios 

CA LISA Pathfinder Complete Monitoring 

Automatically create virtual service and 
regression test suite assets for 
development and validation 

28 

Datasets Scenarios 

Performance 
Profiles 

Virtual 
Services 

Provided Under NDA. Copyright © 2013 CA. All rights reserved. 

Dev & QA 
Leverage ready assets without manual 

setup/teardown and conflicts 
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customer outcomes with CA LISA® 
enabling the 4Cs of DevOps 

 25-50% Reduction in SDLC timeline 
 60-90% defect “shift left” 
 Lower infrastructure cost 

 Reduce deployments from weeks to 
minutes 

 Automation errors or outages 
 Scale capacity faster 

Collaboration between  
Dev and Ops 

Constraint-free Development Continuous Application Delivery Complete Monitoring 

 Shift defects left with 
automated coverage 

 Reduced time and effort to  
create live-like scenarios 

CA LISA Service Virtualization CA LISA Release Automation 

CA LISA Data Mining 
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 Touch time increases: Continuous Delivery 
without constraints that cause idle time 

 Shift-Left:  Quality  happens up to 2 phases 
earlier, and deployment happen in minutes for 
faster overall delivery by 25-50% 

 Reduce infrastructure costs: $10M+ per large 
environment 

Expected benefits 
 

Provided Under NDA. Copyright © 2013 CA. All rights reserved. 

SIGNIFICANTLY REDUCE TIME TO MARKET 



Value Analysis: Ask Yourself…  

• How many requirements are tested manually vs. 
automated? 

• What % of QA’s reported defects are rejected as "not 
reproducible“ by Dev? 

• Time spent “proving” an issue that's been rejected as 
not reproducible? 

• % of resolved cases from Development re-opened by QA 
as still failing? 

• Avg. Dev & QA time recoding and retesting each 
unresolved issue? 

• The big one: % of Total Test time in the next release 
spent retesting what you are testing in the current 
release? 

Typical Results: Cost Savings > 25% | Releases > 20% Faster 

“90% manual” 

“At least 35%” 

“3-4 hours each” 

“25% or more” 

“4-5 hours avg.” 

“80%+” 



iEHR Informatics Integration and Interoperability Platform (i3P)  

 

Data Management Service 

federation of all DoD, VA and  

eHealth Exchange data 

 
DoD  

 

DHMSM 

  

VA 
 

Vista 4 

 

  

i3 Platform 

Access Management  
Service 

DoD/VA Patient Identity Services 

Clinical Terminology Service 

CDS Support Service(s) 

i3P common data viewer (Janus JLV) 

i3P MEDCOI 



2013 Data Sharing Components & Interactions 

DoD VLER Adapter 

MDWS 

HI2 RPCs 

VA VLER GW 
VistA Link  

STA200 
DoD Adapter DoD VLER GW 

CDR CHCS 

TMDS 

FHIE 

VA VLER Adapter 

Clinical Data Svcs 

NwHIN 

eHealth Exchange  

Essentris Essentris Essentris 

Commercial 

Partners 

Other 

Agencies 

BHIE Framework 

HDR CHDR 

Retail 

Pharmacies 

JLV BHIE-Share Viewer BHIE AHLTA Viewer DoD VLER Viewer 

Cache’ JDBC 

BHIE Share BHIE AHLTA 

jMeadows 

PDTS 

HAIMS 

       VA Blue Button        DoD Blue Button VistA Web 

BIA 

C-VIX 

DoD  

Drug Checks 

CPRS  

MyHealtheVet TRICARE Online 
Mobile 

VA  

Drug Checks VistADataServices 

VA RPCs 

VistA and 

VistA Imaging 

Representative -  

some details simplified 



End of CY2014 

CDR 

VistA and 

VistA Imaging CHCS 

TMDS 

FHIE 

NwHIN 

eHealth Exchange  

Essentris Essentris Essentris 

Commercial 

Partners 

Other 

Agencies 

i3 Platform 

Mobile Apps Others ? Vista 4 UX 

CDS Capabilities 

VA VLER GW DoD Adapter 

       Blue Button 

- Joint IdM Services 

- Terminology Services 

- Access Mgt Services 

Retail 

Pharmacies 

Push 

On Demand Reads 

Bi-directional 

Reads 

PDTS 

DoD 

Drug 

Checks 

Example Clinical Decision Support Capabilities 

- VA Drug Checks (old CHDR) 

- New Joint CDS capabilities 

- New Department-specific capabilities 

BHIE Share 

HAIMS 

BIA 

Patient Access 

ESB-mediated connections 

DoD VLER GW 

CPRS  

Clinical Data Svcs 

HDR CHDR 

CPRS  

VA Data Services 

HSDW 



UHG: TRICARE Project Scorecard (November 2012)  

Measure Before After Assumptions Improvement / Savings Total  

Efficiency 

Ability to start development before 
environment is ready 

5 weeks delay No dependency 
Assume 25% gain in elimination of idle time for 40 developers 
@ $50 / hour 

5 weeks savings $100k 

Resources to maintain data for development & 
testing 

40k 10k 
Assume 16 hours per week in live and 4 hours per week using 
LISA @ $50 / hour 

75% reduction in data setup time $30k 

Downtime of live system impacts development 50k 10k 
Assume 4 hours per week downtime impacting 20 developers 
causing 25% idle time and 0.5 hours weekly downtime with 
LISA @ $50 / hour 

80% savings due to reduced 
downtime 

$40k 

Quality 

Improved quality due to better unit testing by 
developers using LISA 

20 fewer bugs 
Assume 20 fewer bug using LISA per developer per year at $10k 
per bug 

20 fewer bugs  $200k 

Improved quality due to better system testing 
by QA team 

10 fewer bugs 
Assume 10 fewer bugs escape from QA due to using LISA at 
$40k per bug 

10 fewer bugs  $400k 

Infrastructure & Resources 

Cost of pre-prod environment 
LISA replaces multiple pre-prod servers, associated software 
costs, maintenance costs & administration costs 

Est. 500k  $500k 

Cost avoidance of hiring NAC resources for 
development phase (assume 40 resources for 6 
months) 

$75/hour 
3MM / year 

$45/hour 
1.8MM 

Offshore resource do not have access to secure Tricare 
environment, but have access to virtual environment 

1.2MM (40%) $1.2MM 

Cost avoidance of hiring NAC resources for 
maintenance phase (assume 10 resources) 

$75/hour 
1.5MM / year 

$45/hour 
0.9MM 

Offshore resource do not have access to secure Tricare 
environment, but have access to virtual environment 

0.6MM  (40%) $600k 

Total Savings for TRICARE Project $3.07MM 



UHG TRICARE Deployment Timeline- “Shift-Left”  

Sept 1 wk2 wk3 wk7 wk4 wk5 wk6 wk8 wk11 wk9 wk10 wk12 Jan 

LISA Value Release for TRICARE 

16-Wk Value Release (including mentorship) 

Dec 

Isolated 
L&P 

Execution 

• Virtualized all backend DoD dependent systems to 
allow earlier access to “Enclave” 

• Five (5) week gain in system access for Unit Test by 
“non-NAC resources”. 

• Increase in scope of available dependent systems to 
call from the System Under Test 

 

LISA Virtual Service Creation  

LISA 
Install 

Kickoff & 
Requirements 

Feb Mar 

Planned 
Unit Test Execution against 

“Live” DoD Systems 

Actual 
Unit Testing by AE 

Planned 
L&P 

Execution 

Go 
Live 

Actual Development by  
TRICARE Portal App teams 

Planned 
Portal App Dev 

• L&P Shifted Left by 4-5 weeks allowing 
for earlier ID of issues 

• Expand scope of back-end 

systems to call from the SUT 
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• Five (5) weak head-start for 
Development by the 
“consuming application” Portal 
teams  

 



Test Harness Implementation Summary: 
Planned Approach for Delivery / Collaboration with UHG 
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Project Initiation 

Kickoff meeting 

Setup SUT 

Install & Config LISA 

Requirements 

Gathering & 

Design 

Publish high-level & 

Detailed Design 

Configure, Build Phase 

Execute Scenarios 

Project Wrap Up 

Engagement Planning & 

Project Initiation  

Mobilize Resources 

Review engagement pre-req’s 

Reconfirm objectives 

Validation on 

UHG 

Environment 

Development & Deployment 

Dec 14  Feb 18   Feb 11 Feb 4 Jan 21  

Finalize 

Contracts 

 Jan 14  Jan 28  

Benefits of early implementation of Service Virtualization: 

 Service Virtualization environments will be accessible for Test Harness teams within 6 weeks of project initiation.  

 Test Harness is the technology foundation for Optum Cloud and Environment Reduction efforts.  

 CA Services will hand-off to UHG staff to run future Test Harness engagements as early as possible 



Increasingly demanded application 
management capabilities 

JRE 1.5 

CA DPM Performance Agent 

eTrust Antivirus 

CA Cohesion Agent 

Compare to Gold Standard 
JRE 1.5 

CA DPM Performance Agent 

eTrust Antivirus 

Apache HTTP Server 

CA Cohesion Agent 

Apache HTTP Server 

Does not match, missing 
Apache HTTP server 

Gold Standard 

System now matches Gold Standard 
 Provisioning complete 

Automate change detection process, gold 
standard comparisons and provisioning   

 Discovery & dependency mapping 

 Capacity Planning 

 Configuration tracking, mgt. 

38 Copyright ©2012 CA. All rights reserved. 



CA Process Automation   
Service orchestration is at the center of most cloud reference architectures 

 Design, engineer and 

automate processes 

 Reliable, consistent, 

repeatable processes for 

visibility, quality, auditable 

control 

 ITIL and other processes 

instantiated - incident, 

change, run-book, etc. 

 Extensive content library, 

building a community 

30% 

reduce  
capital costs 

via Cloud 

40% 

improve 
service 

resilience via 
Cloud 

40% 
accelerate 

deployment 
of new 

services via 
Cloud 

50% 

reduce 
management 

complexity 

50% 

free up 
resources for 

strategic 
projects 

IT organizations with IT Process Automation are: 

70% 
accelerate 

deployment 
of existing 

services via 
Cloud 

more likely to… 

Source: EMA | Operationalizing Cloud: The Move Towards a Cross-Domain Service Management Strategy | 

February 2011  
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Tying it All Together - Key Success Factors 

Open,  
modular &  

flexible 

Service  
driven  

Integrated           
to larger IT 
management 

Visibility & 
intelligence  

Unified 
Automation  
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EMF FDR 

Enterprise 
Testing 

National 
Service Desk 

Visualization 
Connectivity 

Accountability 
Automated Testing 

Infrastructure Compatibility 

Helpdesk & Service Support 
Service Monitoring 

Service Level Agreements 
Technology Management 

Change & Configuration Mgmt 
 

Metrics Monitoring 
Trouble Ticketing Resolution 
Service Operational Insight 

National Visualization 
 
 

Standardization 
Common Language Normalization 

Increased Customer Service 
Enhanced ITSM 

System Validation 

Application Testing 
SOA Testing 

System Load Testing 
User Testing 

Thread Validation 

SOA ESB 

Application Testing 
SOA Testing 

System Load Testing 
User Testing 

Application Validation 

IT-related Data Collection/Ingest 
Data Automation/Analysis/Reporting 

Business Intelligence Insight 
Data Repository and CMDB 

Virtualized Servers 
Historical Reports Storage 

DR and De-duplication 
 
 

Automated & Distributed 
Application Testing & Validation 

VA SEDR-approved for TRM 

Validation 

Virtualization Testing 

VA Enterprise Synergy 

Compatible and Interoperable 
Inter-Agency Information Exchange 

IT-related 
Data 

Collection/ 
Analysis 

IT 
Asset Data 
Discovery/ 

Aggregation 

Storage Data 
Collection/ 

Analysis 

Performance 
Monitoring Tagged  

Medical  
Asset Data 
Collection 

VA 
Enclave 

DoD 
Enclave 

Consolidated 
Help 

Desks 

Consolidated 
Help 

Desks 

Joint 
Enclave 



Best Practices for Faster IT Service Delivery 

Key Challenges 

•Many existing IT department processes, tasks and workflows are not representative of the needs 
of agile organizations.  
 

•Life cycle or workflow synchronization across departments within IT organizations is often poorly 
performed and lacks clear ownership.  
 

•Convergence points in workflows where information should be exchanged between departmental 
processes are not well-defined, resulting in delays in areas such as release management.  
 

•Organizationally aligned release processes are often rigid, with little time spent optimizing 
associated processes and workflows. 

. © 2013 Gartner, Inc. 



Best Practices for DevOps for Faster IT Service Delivery 

Recommendations 

 Update departmental cycles to reflect the new requirements for 
velocity-oriented IT organizations.  

 Coordinate cycles across departments to reduce process and workflow 
delays and information loss.  

 Identify convergence areas that require multidepartment collaboration 
and technology integration.  

 Perform continuous improvement of workflows to reduce waste and 
improve IT effectiveness 

 
© 2013 Gartner, Inc. 
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Thank you 
 
 

Steve.thomas@ca.com 
(904) 806-4630 
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